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Abstract 

Credit risk prediction is a vital issue in empirical studies as it has attracted the interests of many researchers. In the 

current study, a logistic regression model is used to evaluate determinants of payment default risks of companies in 

the service sector. 

Data, which consist of six financial variables and two macro-economic variables, have been collected from the 

Tunisian Central Bank and World Development Indicators.  

The obtained results show that debt, solvency and profitability ratios and a loan amount are the key firm-specific 

factor determining credit risk. Moreover, we further find that high level of inflation and the decrease of GDP 

growth rate are able to increase corporate credit risk. 

Keywords: credit risk, Logistic Regression, corporate credit 

1. Introduction 

Different disciplines, such as economics and econometrics, have shown interest in the study of firm failures, which 

shows the extent to which the firm plays a prominent role in economy. In this sphere, the relevance of firms’ 

default of payment, as a field of study, stems from the fact that a firm’s cash flow cannot meet the contractually 

required payment. 

Firms in financial trouble, and obviously having payment difficulties, face many circumstances affecting their 

value and the well-being of creditors. This gives an explanation to the presence of literature that takes into account 

the issue of companies facing financial. The excessive allocation of loans results in a high level of unpaid loans, 

which exposes banks to many risks revolving mainly around their issue of credit risk. 

Tunisia is among the countries that are mostly affected by the credit risk problem compared to the countries in the 

MENA region (IMF, 2002, 2010). This situation has prompted the supervisory authorities to find an adequate 

solution in order to alleviate the effect of this phenomenon which paralyzes both the banking system and notably 

the repayment capacity of economic agents that has deteriorated further in recent years. 

In fact, the study of bad credits has drawn our interest and encouraged us to consider in-depth the phenomenon of 

credit risk allocation mainly during this transitional period. 

Therefore, we attempt to study the determinants of corporate credit risk that contribute in increasing bank 

liabilities. To deal in depth with this problem, we have recourse to a theoretical approach. This study empirically 

raises questions about the determinants of corporate credit risk because, by referring to cash flows of a company, 

we find that those determinants are not sufficient to meet the contractually required payment. 

In this study, we adopt a Logistic Regression model, as a predictive technique capable of identifying credit risk 

determinants of corporate credit service sector. According to Malley et al. (2012), this method has remained 

subject to various specific assumptions. For example, at the time when the most adopted variables and also the 

anticipated interactions are not correctly included in the model, then certain problems related to the model 

mis-specification may occur. In this context, these authors argued that the standard regression model cannot deal 

with multicollinearity between independent variables. 

Knowing that there are many techniques for all types of data sets, the main goal of the current study is to evaluate 

determinants of credit risks in the corporate service sector in Tunisia. This initiative is realized through a case 
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study, and the findings are obtained by using the parametric method of logistic regression. Hence, we empirically 

attempt to detect the corporates’ payment defaults. In the present study, ours sample consists of 1461 companies in 

the service sector. In fact, literature revealed that the focus on these techniques, mainly in developed countries, has 

yielded a paramount insist on a variety of models consisting of certain methodological benefits as well as 

difficulties. However, in developing countries, the evidence on credit scoring achievements is rather limited 

(Altman et al., 1979 and Dinh and Kleimeier, 2007). 

In this context and to our knowledge, our study is most likely the first to offer such a considerable analysis of firms' 

default payment. Hence, our objective is to identify the determinants of corporate credit risk that largely contribute 

in increasing bank liabilities. 

To reach this end, we first selected the indicators that are collected from the Tunisian Central Bank. Moreover, we 

explained how to combine these indicators in a credit scoring model. Conducting a study on a sample of 1461 

firms, we found that debt, solvency and profitability ratios, loan amount, and macroeconomic factors are the most 

statistically significant variables allowing for the prediction of default payment in the corporate credit service. 

Indeed, though this study is restricted to identify and distinguish between good and bad firms of a sample taken 

from the Tunisian Central Bank, the current paper is an initiative aiming at reducing impaid credits. Thus, the 

identification of firms’ types can be generalized to other samples through using more variables that can increase 

the accuracies of the used models. 

Our study is structured as follows: the goal and background of this paper are presented in the first section. The 

second section presents the review of literature on methods used for the prediction of default risk. The third section 

displays the data sources, the research methodology and the analysis of the obtained results. Section four is 

devoted to the conclusion and recommendations. 

2. Theoretical Background 

A number of statistical and machine learning models have been adopted in order to predict credit risks and 

bankruptcies. One of the statistical techniques that can be used to detect firm’s failure is the discriminant analysis 

(DA). According to Altman (1968) and Beaver (1966), this model is considered as the most frequently used 

method just before 1980. In addition, multiple discriminant analysis (MDA) was applied to develop the Z-Score 

model in order to predict bankruptcy (Altman (1968). Since this method has certain limitations, researchers have 

substituted it for logit or probit regression analysis and for linear conditional probability models. 

Dimitras et al. (1996) have carried out a thorough review of statistical methods which predict firms default 

payment. They showed that logistic regression is amply used to predict the probability of firms’ financial 

difficulties. 

In the same vein, and in order to distinguish between good and bad borrowers, Abid et al. (2016) used logistic 

regression and discriminant analyses. These authors proved that the logistic regression model yields a better 

classification rate in predicting customer types compared to discriminant analysis.  

Still within the framework of predicting default payment, the adopted methods changed from univariate to 

multivariate models by means of machine learning methods. In this context, Ravi Kumar and Ravi (2007) 

employed many types of intelligent techniques. For instance, the neural network (NN) method is considered as the 

most widely-used technique. besides, there are many other data mining techniques, such as decision trees (DT) 

(Frydman, et al., 1985), the genetic algorithms (Shin & Lee, 2002), the Kohonen map (du Jardin & Séverin, 2012), 

the simulation analysis(Cohen et al., 2012), and the support vector machines (SVM) (Gestel et al.,2006).According 

to Chen and Du (2009), the Neural Network (NN) is a nonlinear mathematical approach outperforming single 

classifiers when researchers attempt to test complex data. 

Danenas & Garsva (2015) used the linear Support Vector Machine (SVM) to address the credit risk issue. This 

method solves the imbalanced classes problem and can be used for larger data sets. Authors proved that this 

method offers equivalent results with regard to the logistic regression and RBF network. In the same sphere, 

other authors, such as Bellotti and Crook (2009), compared the SVM technique with many well-known 

algorithms using credit card dataset. These authors found that the SVM technique is more successful in terms of 

classification of default customers. Furthermore, Lee et al. (2006) assumed that SVM outperform MLP in 

assessing credit scoring when using consumer credit data. This result is similar to the findings of Schebesch and 

Stecking (2005) who compare the SVM technique with the Logistic Regression model relying on a database of 

applicants for building and loan credits.  

In order to predict financial distress in Chinese companies, Geng et al. (2015) compared different data mining 

techniques, such as neural network, Decision trees and Support Vector Machines. Authors showed that neural 
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network technique is the most accurate technique. Bemš et al. (2015) used a modified magic square approach to 

predict a company’s default. The favor of this technique is the graphical interpretation of a company score which 

is offered as a diagram consisting of an illustration of individual factor that can serve to the total score value. 

Another stream of research relating to credit scoring and bankruptcy prediction problems has applied a set of 

neural networks. For instance, Duman et al. (2012) and Kruppa et al. (2013) advocated that decision trees, with 

their ensemble variations, notably random forests, are proven to be among other significant models in the field of 

credit risk and bankruptcy prediction. This new trend of soft computing that indicates a certain variation within a 

dataset proves its potential in having better classification performance in the context of credit risk (Hsieh & 

Hung, 2010).Similarly, West et al. (2005) adopted bagging and boosting using the Multi-Layer Perceptron (MLP) 

as the base classifier and concluded that, in most cases, the ensemble techniques were higher than the single best 

model. In the context of classifying bad loans, Desai et al. (1996) maintained that the MLP and the modular neural 

network reveal accurate results compared to logistic regression models.  

With reliance on basic concepts of fuzzy logic and MLP neural networks, Khashei et al. (2013) implemented a 

model of a hybrid binary credit risk prediction. In this model, authors employed fuzzy numbers in an attempt to 

better modeling uncertainties and complexities in financial database. 

On the other hand, Du Jardin and Sévérin (2011) used a new method named Kohonen map in order to ameliorate 

the financial failure prediction accuracy of companies. In the context of creditscoring, Leong (2016) proved that 

the Bayesian Network (BN) technique presents more efficient results than logistic regression, SVM, decision 

trees, and multilayer Perceptron (MLP) for a large dataset. In Australian Banks, Sanford and Moosa (2015) 

proved that the BN could predict many risks, such as operational risk events, aggregate operational loss 

distributions, and Operational Value-at-Risk. According to Kao et al. (2012), a Bayesian latent variable model 

with classification and regression tree approach is adopted for banks to accurately predict applicants’ 

performance and their repayment behavior. Moreover, Masmoudi et al. (2019) proposed a discrete Bayesian 

network with latent variable in order to evaluate the payment default probability of Tunisian households. This 

model makes it possible to evaluate the probability of default by dealing with a multi-class situation. In order to 

evaluate credit risk in Brazil, Sousa et al. (2016) employed a new dynamic modeling structure. This model is 

more efficient compared to the static modeling methods. 

The hybrid associative memory, which is considered as another technique used in evaluating credit risk, has 

yielded more accurate results compared to artificial neural network techniques (ANN) as well as the SVM 

technique. These findings indicate that this technique, the hybrid associative memory, be appropriate for 

predicting financial distress, mainly for highly imbalanced data (Sánchez et al., 2016). In the same vein, Mselmi 

et al. (2017) compared Logit model, Artificial Neural Networks, Support Vector Machine techniques, Partial Least 

Squares, and a hybrid model integrating Support Vector Machine with Partial Least Squares to expect the financial 

distress of French companies. Research in this field indicates that SVM is the best adopted technique that has 

yielded a rate of 85.7% accuracy for one year prior to financial distress. Conversely, and two years before the 

financial distress, the hybrid model outperforms the SVM, the Logit model, the Partial Least Squares, and the 

ANN obtain an accuracy rate of 94.28%. 

Luo et al. (2017) compared the deep learning technique with traditional techniques, such as the Multinomial 

logistic regression (MLR), the MLP and the SVM to scan the performances of credit scoring models. Authors 

found out that deep belief networks give the best performance and overtake the other algorithms and the MLR has 

the worst performance. 

To evaluate financial problems, Tavana et al. (2018) have currently used two methods among the most recent 

machine learning techniques: the ANNs and the BNs.This two-intelligent technique consists of several algorithms 

and tests that are used to analyse data and validate the proposed model. In fact, the ANN approach is used to detect 

the general trend of risk through the study of two main influential factors of liquidity risk whereas the BN 

technique is applied to identify the most influential factor reflecting that the liquidity risk occurs regardless of 

measuring all indicators. In the same context, Junhui Xu, Zekai Lu & Ying Xie (2021) used the machine learning 

methods (random forest (RF), the extreme gradient reinforcement tree, the gradient reinforcement model (GBM), 

and the neural network (NN)) to predict factors significantly affecting payment. The accuracy of all four methods 

is greater than 90%, and the RF is superior to the other classification models. 

3. Data and Research Methodology 

3.1 Data 

The Tunisian Central Bank (TCB) and the World Development Indicators constituted the database of the current 

https://www.nature.com/articles/s41598-021-98361-6#auth-Junhui-Xu
https://www.nature.com/articles/s41598-021-98361-6#auth-Zekai-Lu
https://www.nature.com/articles/s41598-021-98361-6#auth-Ying-Xie
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paper that investigates 1461 companies in the service sector over the period 2015–2018.  

The choice of the variable to be explained and the explanatory variables is an essential step that precedes the use of 

the econometric model dealing with the determinants of credit risk. 

The dependent variable 

Credit risk: we measure the credit risk by a binary variable, which takes the value 1 in the event of non-repayment 

or default of the credit at maturity and with a value 0 if this was not the case. In the sample provided, 1081 

applications (representing 64 %) were credit worthy, whereas 380 applications (26 %) were not. 

Independent variables 

Table 1 groups the main variables that we have adopted in the current study as well as the data sources. Their 

definitions and measurements are also detailed in the same Table. 

The explanatory variables are ranked among the most proven and cited risk factors in the literature, including 

profitability, solvency, coverage, growth, activity, debt, size, liquidity and monetary position. 

 

Table 1. Proposed variables 

Variables Measures Source 

Dependent variable   

  Credit risk 

1 if there is a payment    

default) 

0 (otherwise) 

(TCB) 

Explanatory variables    

   

   Debt ratio  Total debt / Total Assets              (TCB) 

  Solvency ratio  Equity/ Total liabilities    (TCB) 

  Liquidity ratio  
The Working capital/ Total 

assets 

 

   (TCB) 

Profitability ratio  
Earnings Before Interest 

and Taxes / Total Assets 

 

   (TCB) 

Loan amount Log loan size 
 

  (TCB) 

Age   Age of firm 
 

  (TCB)    

Macroeconomic explanatory 

variables: 
  

Inflation  Inflation rate 
World development indicators 

(WDI) 

GDP 
 

GDP growth rate 

World development indicators 

(WDI) 

Source: literature review 

 

Table 2 presents the descriptive statistical analysis, including all variables. This Table displays descriptive 

statistics relating to our data. 
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Table 2. Dataset descriptive statistics 

Variables Mean  (std) Min  Max 

Credit risk 0.077  0.26 0 1 

Loan amount  5.78 0.98 0.301 8.75 

Age 17.507 13.11 0.4 96.5 

Debt ratio  0.74 0.62 0.0031 17.96 

Solvency ratio   1.29 9.24 -0.944 316.0443 

Liquidity ratio   0.04 0.62 -45.588 1.006 

Profitability ratio   -0.033 0.688 -17.06 0.98 

Inflation 5.17 1.36 3.62 7.307 

GDP growth rate  1.69 0.518 1.195 2.483 

 

3.2 Research Methodology 

Logistic Regression Model: 

According to Yap et al. (2011), the main interest of the Logistic Regression credit scoring model is to specify the 

conditional probability of each application that belongs to no particular class.  

The standard model is used to model the probability of default in the banking sector (Lessmann et al. (2015). This 

model is used in order to explain a dichotomous dependent variable by explanatory variables. The evaluation of 

“good" and "bad" firms depends on the values of the explanatory variables of the applicant’s credit. 

The logistic regression model, a common modelling technique capable of classifying the applicants into two 

groups by using a set of predictive variables, aims at specifying the generation of the predicted values of the 

dependent variable that lies in the interval between zero and one. The logistic regression model is represented in 

Equation (1): 

ln (
𝑃;

1−𝑃𝑖
) = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2+…..+𝛽𝑛𝑋𝑛 + 𝜀𝑡 

Where: 

ln
𝑝𝑖

_______
(1 − 𝑝𝑖)

: represents the default event yi 

Pi: the probability of default of firm i. 

X: independent variables 

𝛽: the coefficient of the independent variable 

𝜀: error term 

The estimation of the logit model follows the maximum likelihood method. Indeed, the Ordinary Least Squares 

(OLS) method is not adapted in this case for several reasons. Moreover, this approach is the most frequently used 

in literature. 

The likelihood is given by the following equation: 

𝐿 = ∏ 𝐹(𝛽𝑖

𝑦𝑖=1

𝑋𝑖
∗) ∏ (1 − 𝐹(𝛽𝑖

𝑦𝑖=0 

𝑋𝑖
∗)) 

The Table below shows the results obtained from the logistic regression model: 

Results’ Analysis by using the LR Analysis 
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Table 4. Estimation results of the Logit model 

 Coeff Std.Err P-Value 

Loan size 0.387 0.075 0.000
*** 

Age 0.046 0.005 0.000
***

 

Debt ratio  1.33 0.248 0.000
***

 

Solvency ratio  0.013 0.0045 0.004
***

 

liquidityratio  -0.024 0.1 0.807 

Profitability ratio  -1.39 0.232 0.000
***

 

Inflation 0.33 0.155 0.033
**

 

GDP growth rate -0.93 0.407 0.021
**

 

cons -6.14 0.585 0.000 

Note: ***, ** and * indicate statistical significance at 1%, 5% and 10% level respectively. 

Source: Author's calculations 

 

The sample used in the estimate includes 1461 companies in the service sector. The analysis of the econometric 

results reported in the Table above leads to the following conclusions. In general, the results of the estimations 

show that a large number of selected variables are significant. 

The loan size is the amount of credit the applicant is granted. Many studies have employed the loan size as a 

predictor variable. The results are ambiguous, and thus no clear expectations can be deduced. In our study, we 

prove that the coefficient on the loan size variable is positive and has a significant sign. This is expected because a 

high amount of credit decreases the probability for the creditor to honour their commitment. These findings are 

consistent with the results of Jin et al. (2019) who predict that the higher the amount of credit, the higher the risk of 

default apprehended by borrowers. 

The results, indicating that the variable of age is statistically significant, show that the company’s age has an effect 

on the probability of default payment. This finding corroborates with Han et al.’s (2018) results.We can also 

explain this result by the fact that the degraded economic situation in Tunisia has a negative effect on the financial 

situation of companies whatever their age. In this context, the economic and financial environment suffered four 

salient facts, namely the resurgence of terrorism and its immediate corollary, the shock on tourism, the deficiency 

of external demand from the main European partners, the stagnation of the crisis, and the Libyan and internal 

social tensions. These unfavourable factors have weighed heavily on economic growth, which reflects the 

sluggishness of activity in most sectors and mainly the service sector such as tourism and other services. 

Debt ratio positively and significantly affects the probability of credit default in our model. This finding indicates 

that the higher a firm's debt; the less cash it has to cover its liabilities. The indebtedness of the firm seems, 

therefore, a determining factor of the credit risk of Tunisian firms in the service sector. This finding is in 

accordance with Buchdadi et al. (2020), Tulcanaza et al. (2019) and Woo et al (2020) who examined the effect of 

debt ratio on credit risk in the logistics and shipping industry. 

As expected, the solvency ratio, which measures the creditworthiness of the company, positively affects the credit 

risk of companies. This result confirms the studies carried out by Altman (1968) who shows that the solvency of a 

company is among the most significant indicators for predicting the risk of default. Furthermore, we note that there 

is a negative but not significant relationship between the liquidity ratio and the credit risk. These results contradict 

the studies carried out by Altman (1986), Gathecha (2016) and Kristanti et al. (2016), indicating that liquidity have 

a positive and significant effect on the credit risk of companies. 

Profitability is a primary factor in determining solvency and liquidity. In our case, we show that the coefficient 

associated with the profitability indicator is negatively and statistically significant. This result is inconsistent with 

those found in previous studies of Su-Han Wo et al, (2020) who proved that the debt ratio has no significant effect 

on payment default. 

Our empirical findings confirm that macroeconomic variables play an important role in the dynamics of impaired 

credit in Tunisia. The results can be summarized as follows. First, the empirical evidence illustrates a negative and 

significant impact of GDP on firm default payment. The GDP growth rate explains the economic situation of a 

country for a specific period. In fact, the higher the GDP rate, the lower the rate of unpaid loans, which shows that 

https://www.tandfonline.com/reader/content/17e03e254c0/10.1080/23311975.2021.1951110/format/epub/EPUB/xhtml/index.xhtml#cit0024
https://www.tandfonline.com/reader/content/17e03e254c0/10.1080/23311975.2021.1951110/format/epub/EPUB/xhtml/index.xhtml#cit0035
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in times of economic growth, the rate of unpaid loans decreases. These results are consistent with various studies 

carried out by Louzis et al. (2012) and Abid et al. (2014) to determine the relationship between unpaid credits and 

the economic situation. This negative relationship implies that an economic slowdown generates an increase in the 

level of unpaid loans, and vice versa since in the event of economic growth (high GDP growth rate) the level of 

income and business activity reverses this trend, which promotes the companies’ ability to honour their 

commitments. Second, inflation rate can also explain the economic situation of country. A high inflation rate 

causes a decline in the turnover of companies and subsequently evokes the problem of repaying their debts. The 

results of our study show that the inflation rate has a positive and significant impact on the level of unpaid credit. 

This result is consistent with the study of Fofack (2005) and Abid et al (2014)that confirm the positive relationship 

between the rate of inflation and the level of bad debts of different economic agents. 

4. Conclusion and Perspectives 

Credit scoring systems are fundamental tools adopted to prevent bad debt loss. Literature on credit risk maintains 

that companies that are ascribed to default payment are generally treated using information about their previous 

payment behaviour. 

In this study, to assess factors affecting company credit risk, we have recourse to the logistic regression model. 

Thus, we have used a sample of 1461 companies that have been granted loans. Among this sample, 380 companies 

had a default up to 90 days, whereas 1081 had a clear history without any default. The results obtained from the 

estimation of a logit model allow us to conclude that the probability of firms’ default is dependent not only on 

economic conditions (an increase in the inflation rate and a decrease in the GDP growth rate), but also on 

microeconomic variables (profitability, indebtedness, solvency) that increase this probability. This second piece of 

information is important in terms of the credit policy that banks should put at work for firms. 

The ultimate goal of this part is to propose a set of recommendations to the detriment of many results that are the 

fruit of an analysis process, and whose goal is to reduce companies’ default. The results of our study lead to 

interesting recommendations for the management and supervisory bodies of banks, which, in turn, can help to take 

the necessary measures in order to better control the default rate.  

To better control the evolution of credits, Tunisian Central Bank (TCB) undertook certain measures to counteract 

the "alarming" allocation of credits. In this regard, it has tightened its prudential regulations in an unprecedented 

way by revising three fundamental regulations that create several direct restrictions on the ability of banks to 

finance the economy, such as the introduction of new requirements for the provision of classified claims, a higher 

minimum regulatory capital ratio and a more restrictive liquidity regulation whether in the short or long terms. 

Despite the theoretical and empirical contributions and findings, this study has some limitations that may offer 

extensions and perspectives for future research. Since the results show that microeconomic factors affect the 

probability of firm failure, it is important to further analyse the other determinants of this risk. Specifically, certain 

firm characteristics reflecting a typical company profile, such as those relating to the firm, innovation capacity, 

strategic objectives, etc. which may influence the rate of firm failure could be further investigated. 

However, one of the limitations of the empirical analysis conducted in our study is that the sample size is relatively 

small. It would undoubtedly be interesting to take into account other sectors of activity (industry, agriculture, and 

fishing) in order to better study various factors that have an impact on the credit risk of firms in Tunisia. We can 

also fructify our work by making an evaluation of the coronavirus effect, which has amply impacted the economic 

activity of Tunisian firms. 
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